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AI Safety researcher Ryan Greenblatt from Redwood 
Research was given employee-level access in 2024, leading 
to the published research titled "Alignment Faking in Large 
Language Models."
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https://www.lesswrong.com/posts/FG54euEAesRkSZuJN/ryan_greenblatt-s-shortform?commentId=B6oDGoyphuNuzdDAT
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