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Text-based None found None 
found

Yes - the SynthID system uses particular token 
selection to introduce a pattern that marks a text 
as AI-generated [Google Deepmind]. This can be 
identified by an online detector, access currently 
limited [Google, 2025].

None found Research-only watermark, not 
shipped [The Verge, 2024]

None 
found

None 
found

Image-based Claude does not 
generate images

None 
found

Yes (SynthID) [Google Deepmind]: pattern is 
embedded in images, can be identified

by an online detector, access currently limited 
[Google, 2025]

Yes, but detection is restricted:

Including invisible marks, 
detectable by Meta’s own detector 
and partner platforms, they have 
not opened-sourced the model 
[Meta, 2024].

Uses the C2PA standard to flag 
the metadata of images generated 
by ChatGPT [OpenAI, 2025]. 
Such metadata is trivial to remove 
[Forbes, 2024].

None 
found

None 
found

https://deepmind.google/science/synthid/
https://blog.google/technology/ai/google-synthid-ai-content-detector/?utm_source=chatgpt.com
https://www.theverge.com/2024/8/4/24213268/openai-chatgpt-text-watermark-cheat-detection-tool
https://deepmind.google/science/synthid/
https://blog.google/technology/ai/google-synthid-ai-content-detector/?utm_source=chatgpt.com
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/?utm_source=chatgpt.com
https://help.openai.com/en/articles/8912793-c2pa-in-chatgpt-images
https://www.forbes.com/sites/barrycollins/2024/02/07/the-ridiculously-easy-way-to-remove-chatgpts-image-watermarks/

