Default training on
user inputs

Frontier model
weights available for
private hosting

No, unless the user opts in
explicitly or the conversation is
flagged for violating our Usage
Policy [Anthropic, 2025].

No

[DeepSeek,
2025]

Yes

[Huggingface,

2025]

Yes, but not in the enterprise version
[Google, 2025]

No, but less-powerful models are open-
sourced

[Huggingface, 2025]

[M]

Yes
[Meta]

Yes, but no training on
enterprise data (from
ChatGPT Team, Enterprise, or
API Platform)

[OpenAl, 2025]
No

[Ars Technica,

2024]

No, but less- Yes
pOWGI’fU' [THUDM]
models are -

open-sourced
[xAl]


https://privacy.anthropic.com/en/articles/10023580-is-my-data-used-for-model-training
https://cdn.deepseek.com/policies/en-US/deepseek-terms-of-use.html
https://cdn.deepseek.com/policies/en-US/deepseek-terms-of-use.html
https://support.google.com/gemini/answer/13594961?hl=en#your_data
https://www.facebook.com/privacy/dialog/information-used-for-ai-at-meta
https://openai.com/enterprise-privacy/
https://arstechnica.com/ai/2024/07/x-is-training-grok-ai-on-your-data-heres-how-to-stop-it/
https://arstechnica.com/ai/2024/07/x-is-training-grok-ai-on-your-data-heres-how-to-stop-it/
https://huggingface.co/blog/gemma3
https://huggingface.co/blog/gemma3
https://huggingface.co/blog/gemma3
https://www.llama.com/llama-downloads/
https://github.com/xai-org/grok-1
https://huggingface.co/THUDM/GLM-Z1-32B-0414

