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What is the Governance of AI?  

Descriptive definition: The processes by which decisions are 

made and implemented. This includes norms, policies, 

institutions, and laws.  
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Normative definition: A good set of such of such processes. 

Good governance usually means that it is effective, 

legitimate, inclusive, adaptive.  

 

 



AI is a General Purpose Technology. 

GPTs fundamentally transform 

economic, social, military processes, 

often in ways that are hard to govern.  

 

Governance of AI Will Not Be Easy  

Governance Properties of AI 

●  Diffuse harms and benefits 

●  High uncertainty 

●  Fast moving, dynamic 

problem 

●  Irreversible achievements 

●  Unclear responsibility 

●  Dual-use, broadly available 

●  Highly technical 

●  Competitive incentives 
 



Technical landscape: capabilities, 

mapping, forecasting, safety 

Politics: international geopolitics, 

domestic and mass politics, IPE, 

international security 

Ideal Governance: values, 

principles, appealing positive 

visions, institutional design, norm 

building 

Policy: translation of long-term 

goals into concrete near-term policy 

actions 



Scientific Conservatism and Policy Conservatism 

From the very beginning [1939] the line was drawn 

[...] 

Fermi thought that the conservative thing was to play 

down [his 10%] possibility that [a nuclear chain 

reaction] may happen, 

[Szilard] thought the conservative thing was to 

assume  

that it would happen and take all the necessary 

precautions. 

-Leo Szilard (quoted in 1978) 
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Technical Landscape 

●  Rapid and broad progress?  

●  Kinds, capabilities, and properties? 

●  Strategic properties of technology?  

●  Measuring inputs, capabilities, performance. 

●  Modeling AI progress 

●  Forecasting and indicators 

●  AI safety 



Technical Landscape: Mapping 



Political Implications of Crypto 
[Ben Garfinkel] 



Strategic properties of artificial intelligence 
[Ben Garfinkel, Allan Dafoe] 



Expert surveys  
[Katja Grace, John Salvatier, Baobao Zhang, Allan Dafoe, Owain Evans] 
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Domestic Politics 
10. Labor displacement and 

inequality 
11. Surveillance and control 

12. Influence 
13. Fearful backlash; clumsy policy 

 

International Political Economy 
10. Natural global oligopolies 

11. Tax law 

12. Competition policy (antitrust) 
 

International Security 
10. LAWs and cyber 

11. Power shifts 

12. Strategic stability 
13. Militarization 

 

Politics of Algorithms 
1.  Privacy 

2.  Fairness 
3.  Transparency; Interpretability; 

Auditability 
4.  Accountability 

5.  Robustness 

6.  Safety 
7.  Security 

8.  Alignment 

9.  Innovation 
 

Political Challenges from 

(Near-Term) AI 



Public opinion surveys  
[Baobao Zhang, Allan Dafoe] 

Trust in actors to develop/manage AI in the interest of the public.  
0=No Confidence. 1=Not too much confidence. 2=A fair amount of confidence. 3=A great deal of confidence 



Support for developing HLMI Support for developing AI 



Support for developing HLMI Support for developing AI 

Profile of concern: female, less educated, poor, without CS experience 



Expected impact of high-level 

machine intelligence 
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Malicious Use of AI  
[Brundage et al.] 



The Vulnerable World Hypothesis  
[Nick Bostrom] 
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Political Challenges from 

(Near-Term) AI 

Many of these exacerbated by competition, esp great power security 
competition 



Structural Risks from Artificial Intelligence 
[Remco Zwetsloot, Allan Dafoe] 

Accidents 

Misuse 



Structural Risks from Artificial Intelligence 
[Remco Zwetsloot, Allan Dafoe] 

Accidents 

Misuse 
Structural Sources of Risk: 

1.  Diffuse harms and benefits 

2.  High uncertainty 

3.  Fast moving, dynamic problem 

4.  Irreversible achievements 

5.  Unclear responsibility 
6.  Dual-use, broadly available 

7.  Highly technical 

8.  Competitive incentives 



Levers of Influence 
[Sophie-Charlotte Fischer, Jade Leung, Cullen O’Keefe, Allan Dafoe] 

Research questions: 

What levers of influence does the U.S. government have over AI 

companies? 

What levers of influence do AI companies have over the U.S. 

government? 

How are they likely to be used in various scenarios of AI development? 

How do these levers compare to those used in other countries? 



International control of powerful technology 
[Allan Dafoe, Waqar Zaidi] 

Lessons 

1.  Scientists can be politically powerful. 

2.  Scientists can play crucial role enabling cooperation.  

3.  Radical proposals are possible. 

4.  Confusion. Range of perspectives. 

Misunderstanding. 

5.  Messy politics. Muddling through. 

6.  Ugly decisions made under “necessity”. 

7.  Realism. Cynicism. 

8.  Public sphere is crucial. 

9.  Terrible epistemics, especially given secrecy.  

10. Secrecy and fear yields domestic power.  

11. Cooperation hinges on trust.  
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Policy Desiderata 
[Nick Bostrom, Allan Dafoe, Carrick Flynn] 
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Windfall Clause 
[Cullen O’Keefe, Carrick Flynn, Ben Garfinkel, Peter Cihon, Allan Dafoe] 

The common good principle: Superintelligence should be developed only for the 
benefit of all of humanity and in the service of widely shared ethical ideals.  

 

A “windfall clause” to the effect that … profits in excess of [a very high threshold, 

say a trillion dollars annually] would be distributed to all of humanity… Adopting [it] 

should be substantially costless … its widespread adoption would give humankind a 
valuable guarantee … [that] everybody would share in most of the benefits. 

 

I.  Motivation 

II.  Legal 

Permissibility 

III.  Recipients 

IV.  Roll-out 
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