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Two main approaches

Extend game theory to directly 
incorporate moral reasoning

Generate data sets of 
human judgments, apply 
machine learning

1 gets King 1 gets Jack

raise raisecheck check

call fold call fold call fold call fold

“nature”

player 1player 1

player 2 player 2

2 1 1 1 -2 -11 1

Cf. top-down vs. bottom-up 

distinction [Wallach and Allen 2008]
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wait move aside

steal spot pass

3,0

4,10,3

THE PARKING GAME

(cf. the trust game [Berg 

et al. 1995])

Letchford, C., Jain [2008] 

define a solution concept 

capturing this



Extending representations?

• More generally: how to capture framing?  (Should we?)

• Roles?  Relationships?

• …

do nothing move train to other track

0,-100,0 0, 0, -100

save own patient save someone else’s patient



Scenarios

• You see a woman throwing a stapler at her colleague who is snoring 
during her talk. How morally wrong is the action depicted in this 
scenario? 

• Not at all wrong (1) 

• Slightly wrong (2) 

• Somewhat wrong (3) 

• Very wrong (4) 

• Extremely wrong (5) 

[Clifford, Iyengar, Cabeza, and

Sinnott-Armstrong, “Moral foundations vignettes: A 
standardized stimulus database of scenarios based on moral 

foundations theory.” Behavior Research Methods, 2015.]



[Bonnefon, Shariff, 

Rahwan, “The social 
dilemma of 

autonomous 

vehicles.” Science, 

June 2016]







Concerns with the ML approach

• What if we predict people will disagree?

• Social-choice theoretic questions [see also Rossi 2016]

• This will at best result in current human-level moral 
decision making [raised by, e.g., Chaudhuri and Vardi 2014]

• … though might perform better than any individual person 
because individual’s errors are voted out

• How to generalize appropriately? Representation?



Crowdsourcing

Societal Tradeoffs

with Rupert Freeman, Markus Brill, Yuqian Li

(AAMAS’15 blue sky paper; AAAI’16; ongoing work.)

is as bad as

producing 1 bag 

of landfill trash
using x gallons 

of gasoline

How to determine x?



Disarmament games
(to appear in AAAI’17)

originalmiddle

objective

with Yuan 
(Eric) Deng



Two popular articles


